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Breast cancer is one of the most common types of cancer among women, 
making early detection critically important. In recent years, machine learning 
algorithms have demonstrated high accuracy in identifying breast cancer, 
contributing significantly to earlier diagnoses. Various machine learning 
models can analyze tumor characteristics, aiding in cancer identification and 
treatment decision-making. In this study, we comprehensively evaluated the 
performance of 14 different machine learning algorithms and an improved 
Artificial Neural Network (ANN) model using the Wisconsin dataset for breast 
cancer detection. Experimental results revealed that the developed ANN 
model outperformed other machine learning algorithms, achieving an 
impressive accuracy of 98.25%. This study highlights the potential impact of 
machine learning algorithms in clinical applications, enabling researchers and 
healthcare providers to enhance the accuracy and efficiency of breast cancer 
diagnosis, ultimately improving patient outcomes and advancing this critical 
field of oncology. 
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1. Introduction 

The most common cancer in women worldwide, breast cancer, is a disease where cells from the 
breast tissue grow without control, resulting in the formation of tumors. [1].Cancer usually appears 
as a palpable lump in the breast, yet there might be no symptoms in the early phase. Different risk 
factors also contribute to the development of breast cancer, including genetic tendencies, family 
history, age, hormonal treatments as well as lifestyle-related behavior. Besides this, mutations in 
genes like BRCA1 and BRCA2 cause a very high risk [2]Early detection is crucial in the proper fight 
against cancer. Therefore, regular mammography screenings and self-examinations are crucial, and 
low-fat foods are the best choice. A good diet and reduction of excess body weight help prevent 
cancer. [3]The treatments are differentiated by their stages and kinds, and they may include surgical 
intervention, chemotherapy, radiotherapy, hormone therapy, and targeted therapies. [4].  
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Progress in research and awareness and treatment campaigns implies that scientists can now 
detect the disease earlier and provide good treatment. [3]. Furthermore, healthy living styles like 
good nutrition, regular exercise, and less alcohol use are directly associated with reducing the 
possibility of the disease [6]. The growing focus on research and public health education has led to a 
deeper understanding and improved management of breast cancer. In recent years, there has been 
a significant increase in cancer cases, with various types of cancer emerging as prominent threats to 
human health. Cancer, a devastating disease, remains a global challenge, affecting approximately 
one in every six people. Among these, lung cancer is the most prevalent type worldwide, while liver 
cancer ranks as the leading cause of cancer-related deaths among women. These trends underscore 
the critical importance of continued efforts in research and public health initiatives to combat this 
pervasive and life-threatening disease. [5], [6] . The quicker the diagnosis is, the greater the chances 
of a cure [7] Due to the asymmetry of symptoms among patients, complete characterization and 
timely detection are necessary for an early diagnosis. 

Detecting breast cancer using traditional methods can be inefficient and costly, complicating the 
treatment process further. However, with the advent of big data and ANN-based tolls, we can now 
focus on quality rather than quantity. [8]. AI algorithms are extensively utilized in the healthcare 
sector due to their versatility and ability to perform various tasks, such as disease prediction and 
diagnosis, reducing medication costs, and enabling real-time decision-making. [9]. A comparison of 
thirteen classification systems (Logistic Regression (LR), Gaussian Naive Bayes (GNB), Bernoulli Naive 
Bayes (BNB), Multinomial Naive Bayes (MNB), Support Vector Machines (SVM), Decision Trees (DT), 
Random Forest (RF), K-Nearest Neighbors (KNN), Gradient Boosting (GB), Extreme Gradient Boosting 
(XGBoost), AdaBoost, LightGBM (LGBM), Linear Discriminant Analysis (LDA) underscores the 
importance of supporting cancer research and treatment funding. To enhance overall healthcare and 
cancer treatment, ANN-based systems must be employed to boost the clinical performance of 
information and communication technologies. [10]. Artificial intelligence’s capability to analyze vast 
amounts of patient data for patterns that human physicians might miss can significantly improve 
cancer detection and treatment. This could lead to better, more personalized care for patients. 
Various machine-learning techniques can be employed to diagnose and predict breast cancer. 
[11]Early detection is essential for successful treatment in this particular science sector, as various 
potential options have been demonstrated to be successful. The necessity of boosting breast cancer 
tests' efficiency (effectiveness) is non-negotiable.   

Artificial intelligence and machine learning are technologies used to detect and determine the 
nature of cancer. [12]ANNs have generally been appreciated for their ability to analyze complicated 
datasets and search for new patterns. [13], [14], [15]. These techniques offer great potential in the 
diagnosis of diseases like cancer. [16]. An important aspect that is automatically identified is that 
these models are enabled to learn from large datasets and thus spot small changes that traditional 
approaches cannot identify, and this leads to a diagnosis more rapidly and possible complications 
being eliminated. [17]. These latest innovations in diagnosing cancer allow the disease sufferers to 
be treated early on, thus curing the disease and resulting in lesser utility medical intervention. [18]. 
Artificial intelligence and machine learning approach much more patient-centered therapies and 
better solutions in cancer treatment. Thus, they are providing a fundamental solution to this great 
health issue. [19]. 

This article explores the use of various machine learning algorithms and an improved ANN model 
to detect breast cancer. Recognizing the crucial role of early diagnosis in improving patient outcomes, 
the study evaluates 14 machine-learning models using a breast cancer dataset. The process includes 
thorough data preprocessing and training and testing phases to determine the most accurate model. 
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The research highlights how machine learning can enhance the precision and efficiency of breast 
cancer diagnosis. By adopting these advanced computational techniques, healthcare providers can 
detect cancer earlier, avoid unnecessary medical procedures, and advance the field of oncology. The 
results demonstrate the significant potential of integrating artificial intelligence and machine learning 
into clinical practices, leading to more personalized and effective patient care. 

1.1 Literature Review 

Attallah et al. introduce Histo-CADx, a new system for automatically diagnosing breast cancer. 
Unlike past approaches that relied on single deep learning models, Histo-CADx combines features 
from multiple CNNs and handcrafted methods to improve accuracy. The system uses a two-stage 
fusion process, first blending deep learning techniques with handcrafted features to find the best 
combination for enhancing performance. [20]. Ragab et al. developed a CAD system using deep 
learning to help radiologists classify breast cancer in mammograms. They tested different 
approaches, including fine-tuning pre-trained neural networks and using their deep features with 
SVM classifiers. They found that combining features from multiple networks improved classification 
accuracy. [21]. Mushtaq et al. explored how well KNN performs using different distance measures 
and K values. They tested this on two breast cancer datasets from UC Irvine. The experiments were 
done in three rounds: first without feature selection, then using L1-norm and a linear support vector 
classifier, and finally with Chi-square feature selection. They evaluated the results using accuracy, 
AUC, and sensitivity metrics to find the best approach. [22]. Alshayeji et al. developed a simple 
artificial neural network (ANN) model with just one hidden layer to diagnose and predict breast 
cancer. For this purpose, they used two well-known datasets, the Wisconsin Breast Cancer Dataset 
(WBCD) and the Wisconsin Diagnostic Breast Cancer (WDBC) dataset. Notably, they didn't apply any 
feature optimization or selection techniques, keeping the approach straightforward. [23]. 

Aamir et al. highlighted the development of computer-aided diagnosis systems to assist 
radiologists and reduce misdiagnoses. However, due to the serious consequences of delayed or 
incorrect diagnoses, there is an urgent need to improve these systems. Machine learning has 
emerged as a promising technique for the early and accurate detection of breast cancer, addressing 
this critical need. [24]. Hernández-Julio et al. proposed that DSS are valuable tools for helping 
decision-makers. These systems rely on a knowledge database and rules to function effectively. Their 
research focused on validating clinical decision support systems by applying Mamdani-type fuzzy set 
theory. They tested their results using the Wisconsin breast cancer dataset and compared their 
findings with existing studies in the literature. [25]. Dubey et al. tried to find out whether the k-means 
clustering algorithm can be utilized for the early detection of breast cancer, which is a key element 
for the real and successful treatment of this disease. The investigation tested the power of a few 
different computational methods, like centroid initialization, distance metrics, split methods, epoch 
thresholds, attributes, and iterations, on the BCW. The Breast Cancer Wisconsin (BCW) diagnostic 
dataset has been used in the study. [26]. Nemade and Fegade explored various machine-learning 
classification techniques on a breast cancer dataset. They used methods like Naïve Bayes, Logistic 
Regression, Support Vector Machine, K-Nearest Neighbor, and Decision Tree, along with ensemble 
techniques like Random Forest, AdaBoost, and XGBoost. By evaluating these techniques with various 
performance measures, they discovered that the Decision Tree and XGBoost classifiers achieved the 
highest accuracy at 97%. Notably, the XGBoost classifier also recorded the highest AUC of 0.999 [27]. 

Chaurasia and Pal's study compares six machine learning algorithms to assess how the WDBC 
dataset impacts their prediction accuracy. The primary goal is to demonstrate the performance of 
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the classifier libraries. Innovations are possible with advancements in new hardware graphical 
interfaces, potentially leading to better outcomes. The study explores different configurations of 
these models, treating them as specifically tailored to the reader. The study found that all models 
performed exceptionally well, with an average accuracy of over 90%, even with a limited feature set 
[28]. Mushtaq et al. introduced a method that blends the Naive Bayes algorithm with a Gaussian 
distribution and Chi-squared-based attribute selection. To manage the data's dimensionality, they 
used an extended Kernel Principal Component Analysis (K-PCA) and tested five kernels. After 
thorough pre-processing, they evaluated their system's performance using accuracy, precision, 
sensitivity, and specificity metrics. Impressively, their method, which utilized six selected features 
and the sigmoid K-PCA, achieved an accuracy of 99.28% [29]. Pascal [30] extensively reviewed deep 
learning-based approaches for classifying breast ultrasound (US) images, comparing the performance 
of CNN architectures like AlexNet, VGG, ResNet, GoogleNet, and EfficientNet. Additionally, 
transformer models were examined, which have recently gained popularity for their comparable 
performance to CNNs in medical imaging. The study demonstrated that transformer and CNN models 
effectively classify breast US images using the publicly available BUSI dataset. Isik and Pascal 
developed a method to classify breast cancer in ultrasound images using few-shot learning. They 
tested two meta-learning approaches, ProtoNet and MAML, on the challenging BUSI dataset. Using 
a ResNet50 backbone with ProtoNet, they achieved an accuracy of 0.882–0.889, improving the 
baseline by over 6%. ProtoNet consistently outperformed MAML in their tests [16]. 

2. Methodology  
2.1 Dataset and Preprocessing 
2.1.1 Introduction to the Wisconsin Breast Cancer Dataset 

 The dataset used in the study consists of breast cancer data obtained from the University of 
Wisconsin Hospital. The dataset consists of 569 samples and 31 attributes. Each sample represents a 
patient's tumor characteristics; the classification objective is whether the tumor is benign (0) or 
malignant (1). There are 357 benign and 212 malignant patients features [31]. Singh and colleagues 
presented three feature selection strategies that use metaheuristic algorithms: the Gravitational 
Search Optimization Algorithm (GSA), Emperor Penguin Optimization (EPO), and a hybrid of GSA and 
EPO (hGSAEPO). Although previous research has utilized basic algorithms for feature selection in 
various machine learning tasks, their use in breast cancer (BC) classification has not been fully 
explored. This study aims to fill that gap by combining these methods. They chose to focus on breast 
cancer because it is the second leading cause of death among women. Early detection is crucial, as it 
can lead to effective treatment and help avoid unnecessary medical procedures [32]. 

2.1.2 characteristics and classes of the dataset 

     The dataset used in this study comprises various characteristics of tumor cells that are essential 
for breast cancer detection. Each feature provides crucial information regarding the physical 
attributes of the tumor cells. The characteristics and their corresponding descriptions are depicted 
in Table 1. 

Table 1 
Dataset features and descriptions 

Features Description 

x.radius_mean Mean radius of the tumor cells 
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x.radius_mean Mean radius of the tumor cells 
x.texture_mean Mean texture of the tumor cells 
x.perimeter_mean Mean perimeter of the tumor cells 
x.area_mean Mean area of the tumor cells 
x.smoothness_mean Mean smoothness of the tumor cells 
x.compactness_mean Mean compactness of the tumor cells 
x.concavity_mean Mean concavity of the tumor cells 
x.concave_points_mean Mean number of concave portions of the contour of the tumor cells 
x.symmetry_mean Mean symmetry of the tumor cells 
x.fractal_dimension_mean Mean "coastline approximation" of the tumor cells 
x.radius_se Standard error of the radius of the tumor cells 
x.texture_se Standard error of the texture of the tumor cells 
x.perimeter_se Standard error of the perimeter of the tumor cells 
x.area_se Standard error of the area of the tumor cells 
x.smoothness_se Standard error of the smoothness of the tumor cells 
x.compactness_se Standard error of the compactness of the tumor cells 
x.concavity_se Standard error of the concavity of the tumor cells 
x.concave_points_se Standard error of the number of concave portions of the contour of the tumor cells 
x.symmetry_se Standard error of the symmetry of the tumor cells 
x.fractal_dimension_se Standard error of the "coastline approximation" of the tumor cells 
x.radius_worst Worst (largest) radius of the tumor cells 
x.texture_worst Worst (most severe) texture of the tumor cells 
x.perimeter_worst Worst (largest) perimeter of the tumor cells 
x.area_worst Worst (largest) area of the tumor cells 
x.smoothness_worst Worst (most severe) smoothness of the tumor cells 
x.compactness_worst Worst (most severe) compactness of the tumor cells 
x.concavity_worst Worst (most severe) concavity of the tumor cells 
x.concave_points_worst Worst (most severe) number of concave portions of the contour of the tumor cells 
x.symmetry_worst Worst (most severe) symmetry of the tumor cells 
x.fractal_dimension_worst Worst (most severe) "coastline approximation" of the tumor cells 
y target 

2.1.3 Data preprocessing steps 

      Several pre-processing steps were performed on the dataset to ensure the quality and 
effectiveness of the training process. First, the ID column in the dataset was removed. The ID column, 
which uniquely identifies each sample, does not contain any useful information for the predictive 
modeling task. Including the ID column in the training process could lead to overfitting, as the model 
might learn to recognize the IDs rather than the actual patterns in the data. Removing this column 
helps to improve the quality of the training data and ensures that the model focuses on the relevant 
features. 
      Next, missing values in the dataset were addressed. Any rows with missing or null values were 
either removed or imputed using statistical methods, such as the mean or median of the respective 
feature. Additionally, the dataset was normalized to bring all features onto a similar scale, which is 
essential when working with machine learning algorithms that rely on distance calculations. 
Categorical variables, if present, were encoded into numerical values using techniques such as one-
hot encoding or label encoding. Finally, logarithmic transformations of the target attributes to 
numerical values were not applied in this study, as the target variable was already in a suitable format 
for the classification task. 

2.2 Algorithms Used 
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2.2.1 Logistic Regression (LR)  

LR is an approach that is widely known and used in the recognition of supervised learning, usually, 
it is used to solve problems that involve binary classification [33]. The LR model relies on the sigmoid 
function to estimate the likelihood of the target variable, which results in an output value in the range 
of 0 to 1, where 1 is the probability of the target variable and 0 is the opposite. But its major goal is 
to detect the connection between the independent variables and the dependent variable. The model 
parameters are usually found by the minimization of the Mean Squared Error (MSE) loss function 
using the Stochastic Gradient Descent (SGD) optimization method. Moreover, the features such as 
the interpretability and explainability of the LR model's outcomes provide the algorithm by the 
readability and accountability. To sum up, LR is a learning-based model that can be used for small 
and medium-sized businesses to solve classification problems as depicted in Eq. 1. 

P(Y = 1|X) =
1

1+e−(β0+β1X1+β2X2+⋯+βnXn)
       (1) 

2.2.2 Gaussian Naive Bayes (GNB) 

The GNB classifier is the model best suited for supervised machine learning, evolving from the 
Bayes' Theorem of an object in a certain class [34]. However, GNB and the LR are similarly in that 
each are probabilistic in nature, which originates from the "naive" belief that a subjectivity's logical 
dependence on the process of another object is not affected by that object’s being in another part 
of the class. The idea of notion and technical foundation of the Naive Bayes theorem is almost the 
same as of the Bayes' theorem, a famous mathematical formula for calculating conditional 
probabilities. This theorem relates the link between P(A|B), the chance of the happening of event A 
if the event A is observed, and the a priori probabilities P(A) and P(B) of events A and B. More 
explicitly, P(B|A) is the probability of event B under the condition of the occurrence of event A. The 
symbolization of Bayes' Theorem is depicted Eq. 2. 

𝑃(𝐶𝑘|𝑥) =
𝑃(𝐶𝑘)∏ 𝑃(𝑥𝑖|𝐶𝑘)

𝑛
𝑖=1

𝑃(𝑥)
     

𝑃(𝐶𝑘|𝑥) ∝ 𝑃(𝐶𝑘)∏ 𝑃(𝑥𝑖|𝐶𝑘)
𝑛
𝑖=1     (2) 

This function brings forward an understandable way of calculating the a posteriori probability of 
the Naïve Bayes classification method, which is the main component. The algorithm assumes such 
things as features used in the classification process as the Gaussian or normal distribution which 
makes them perfect for iterative processing In the end, The GNB classifier is an extensively used 
machine learning technique of the probabilistic type, which performs efficiently and with a high 
degree of classification accuracy on Bayes's theorem's most elemental principles. 

2.2.3 Bernoulli Naive Bayes (BNB) 

Used in Bayesian probability, BNB is a famous algorithm that is successfully implemented for 
learning in different problems such as breast cancer detection [34]. A new model of the Naive Bayes 
algorithm is discussed, which is typically expressed as the classification having characters that are 
independent of each other. One of the Bernoulli versions is Good Enough for binary classifications, 
as it assumes that they are binary features. With this algorithm, which models the distribution of 
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these binary features, the BNB algorithm is looking into the relations between the input variables 
and the target class. This quality makes it a nice choice for breast cancer diagnosis. 

2.2.4 Multinomial Naive Bayes (MNB) 

The MNB is another variant of the Naive Bayes classifier that is more ideal for text classification 
tasks [34]. As the Bernoulli version, it may not be as widely used for breast cancer detection. 
However, the MNB algorithm too may be beneficial. Especially in the case of high-dimensional data, 
such as those that are representable by frequency vectors like gene expression profiles, it can also 
be suitable for high-dimensional data especially for gene expression profile systems. Through 
quantifying the distributions of these feature frequencies, the MNB   algorithm can be brought into 
the cycle of new diagnostic solutions and it can enlightened create the difference between classes 
perhaps of breast cancer, so that it becomes a foreseeable scenario for more accurate and efficient 
diagnostic processes. 

2.2.5 Support Vector Machines (SVM) 

SVM are another common supervised machine learning method research that is utilized for 
classification tasks [35]. This strategy is grounded on the idea of a hyperplane that splits the set into 
different subgroups as well as for the highest accuracy, the optimal margin is provided. Here, 
regardless of the margin being either high or low each means the distance between the two closest 
data points that are of different classes and are so close to the hyperplane. These advanced models 
can learn and work out different actions like classifying, predicting, and detecting anomalies. The 
general idea of the method-SVM is to come up with a hyperplane that sea parameters data used for 
the various classes most effectively that is also distant from each class points - close or far away 
distances. 

The SVM classifier's scope of implementation takes in the hyperplane in such a way that the 
largest minimum distance between the desired classes and the hypoplant class is achieved. The 
model is then said to suffer from the generalization error of the model all depending on this 
configuration. The SVM algorithm attempts to identify the most effective hyperplane among many 
through this optimization process. The AI system has quite an original sentence but eventually, it 
becomes easier and takes less effort to develop it more. So, in conclusion Support Vector Machine is 
a powerful supervised learning approach which models the concepts of hyperplane and margin to 
provide efficient classification as well as prediction and anomaly detection on complicated datasets. 

2.2.6 Decision Trees (DT) 

A Decision tree (DT) models belong to widely-used supervised machine learning algorithms and 
are commonly used for decision-making [36]. These models are very similar and include such features 
as decision points, strategy (event) points having a structure of the tree that allows to study various 
alternatives at specific circumstances. The prime focus of DT algorithms is to enhance the future 
performance or reduce predicted costs by imaging what would be effective and in comparison, sort 
it out as depicted in Eq. 3. Another famous method of classification task used in the supervised 
machine learning community is Decision Tree classifier. The tree is a classifier that attempts to 
partition the dataset into different classes creating a tree like structure with internal nodes being 
features of dataset used in decision making, branches representing the decision rules and leafs 
represent outcome (class labels). Basically, the DT classifier asks a series of questions and on the basis 
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of the answers (yes/no) splits the tree into subtrees, thus enabling efficient decision making. Among 
the evaluation of DT models, with a high relation to entropy representing it as is that in reality which 
means how much information tool necessary for portrayal about a given sample. Entropy assumes a 
value of zero when the sample is entirely homogeneous -sensitivity to all elements are equal-, and it 
reaches one in an intervened halfway split metric. In addition, Gini index is a common statistical 
criterion for measuring the inequality of a sample commonly used in DT algorithms. A Gini coefficient 
of 0 represents a perfectly identical sample with each element equal to all others, whereas an index 
of one depicts the highest level30of inequality among the individuals within that particular subgroup. 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝐷) = −∑ 𝑝𝑖
𝐶
𝑖=1 log2(𝑝𝑖)         (3) 

2.2.7 Random Forest (RF) 

RF is a machine learning model developed by an ensemble in which a large number of models are 
joined together, each operating differently but the combinations of outputs win at the end of each 
prediction [37]. The basis on which RF is built is the capability to make good predictions from a set of 
many rather of just one decision tree, each of which has been derived having used a random subset 
of the data according to a principle. This idea differs from using only one decision tree, which can 
sometimes produce a model that is shorter than expected or more specific than anticipated. 
Rewarding the RF model with the opportunity to process fuzzy data and balance the less significant 
cases (minimizing false negatives) is a non-trivial requirement in the detection of cancer. Listening to 
the fragmentation of a benign or malignant tumor where the malignant category might have come 
off with a portion of the input data as depicted in Eq. 4. The RF algorithm develops with the help of 
its recursion, that involves repeatedly taking data samples with replacement and discarding the 
unpartitioned data, thus making it possible to handle class imbalance problems and give dependable 
forecasts. 

𝑦̂ = mode{ℎ1(𝒙), ℎ2(𝒙), … , ℎ𝑚(𝒙)}        (4) 

The RF algorithm, at first, is realized by the generation of several decision trees, which is used to 
train each on a randomly chosen portion of the input data. These individually developed DT are 
intertwined in a majority decision process determining the final classification or regression outcome. 
The model's predictive accuracy is intensified and overfitting is avoided, since the decision trees' 
collective results tend to be more robust and generalized than a single tree. The RF model additionally 
brings randomness within the process by randomly selecting features for node splitting, which makes 
the DT more diverse and raises the overall model efficiency. 

2.2.8 K-Nearest Neighbors (KNN) 

KNN algorithm that can be seen as a non-parametric supervised learning-based classifier that 
uses the pertinent information of proximity to carry out the tasks of classification and prediction [38]. 
The algorithm takes note of the attribute vectors and the labels needed during the training phase 
which can then be used to retrain it as and when needed as depicted in Eq. 5. In the case of the 
unlabeled vector, the KNN algorithm determines the 'K' the user wants and then labels it accordingly. 
If there are any training attributes that are a bit extensive, one can be very excited about them, and 
they are included in addition to other attributes that are relevant in the relevant vector. Exclusively 
for continuous variable types, the most used distance metric known as Euclidean distance is going to 
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be based on the formula that has been given. This distance metric is designed for real-valued vectors 
only. In the case of discrete variables, the Zhao-Bhatta metric is commonly the one used. 

Exploiting extraordinary results in the various stages, KNN proved to be the proceedings 
classification and predictive one of the leading models. Also, in data processing, it has shown 
flabbergasting finding on the resolution of inexact value in prognosis, automatic recommendations, 
and forecasting outcomes in the areas of finance, credit data, and healthcare. Specifically, the KNN 
algorithm was able to make correct predictions of, for instance, cardiovascular diseases, breast 
cancer, and prostate cancer. Not like other machine learning algorithms, the KNN method is 
nonparametric, that is, it does not make any assumptions on the underlying data distribution. This 
makes possible the processing of nonlinear data effectively. Moreover, the KNN algorithm is 
impractical because it certainly needs numerous data storage spaces, and it is more worryingly being 
dependent on storing the entire training dataset for making predictions on new data points. 

𝑦̂ = mode{𝑦𝑖: 𝒙𝒊 ∈ 𝒩𝓀(𝒙)}           (5) 

2.2.9 Gradient Boosting (GB) 

Gradient Boosting is an astute machine learning mechanism that binds several less competent 
models together to give a stable and precise forecasting system [39]. The basic concept behind this 
technique is to add new models sequentially to the ensemble, each new member is targeted at 
eliminating the errors resulting from the earlier models as depicted in Eq. 6. Gradient Boosting is 
different from other methods that boost in that it does not require the user to define a specific base 
estimator. It uses an already fixed base estimator which can be used for classification and regression 
tasks at the same time. As for regression problems, the mean squared error (MSE) is typically utilized 
as the cost function, while for classification, the log loss function is often considered the best. 

The formula for math underpinning Gradient Boosting depicts how the final team 'F' is formed by 
repeatedly including weak learners’ 'f' (with a given learning rate 'η' and the input data 'X'). However, 
this process does not necessarily ensure that the model will be output-ordered. It could still be a 
problem when this candidate comes across. No worries, though; this iterative process guarantees at 
least one of those situations to never appear again. Gradient Boosting is quite frequently used in 
different areas, ranging from data mining and machine learning to artificial intelligence. This robust 
technique has proved to be successful in solving numerous problems over time, with the help of the 
input from both researchers and practitioners, even in the case of breast cancer prognosis, the results 
of which were quite amazing. Gradient Boosting is an incredible technique that you can use to change 
and adapt in the context of the new conditions present nowadays. As this method unifies a number 
of weak models to create a very reliable predictive system, the results are such a high accuracy and 
dependability, that it has a big following among engineers and scientists. 

𝐹𝑚(𝑥) = 𝐹𝑚−1(𝑥) + 𝛾𝑚ℎ𝑚(𝑥)          (6) 

2.2.10 Extreme Gradient Boosting (XGBoost) 

XGBoost or eXtreme Gradient Boosting is an empowered machine learning algorithm that is 
widely favored in recent years because of its lightning speed and accuracy [40]. This mechanism is 
built on the principle of gradient boosting, which is the combination of several weak models (such as 
decision trees) in order to obtain a good data model that is predictive. XGBoost, specifically, is known 
for its efficiency, scalability, and the variety of data types it can handle, including complex, high-
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dimensional disease data in breast cancer research. Through the ability of the algorithm to capture 
fine relationships and complex structures in data, researchers and practitioners may build breast 
cancer detection and diagnosis models that are highly accurate and robust. 

2.2.11 AdaBoost 

AdaBoost, or Adaptive Boosting, is a robust machine learning caliber algorithm which operates 
by building a stabilization model through the uniting of several simple or feeble classifiers [41]. The 
primary principle of this methodology is to dynamically weight the input data, picking the most 
revealing bits of information to train each weak classifier successively. In boosting at each step, weak 
classifiers are trained and their weights of importance are adjusted based on data samples until the 
ensemble model is created. As a result, single errors are given more weight and the classifier learns 
a little bit from each of them, leading eventually to a final classifier that is good at classifying 
everything.  

Based on the image, the AdaBoost method builds many weak classifiers each of which is assigned 
its respective weight on the individual's performance. The last result is then found by adding all weak 
classifiers and using a voting scheme with their contribution One of the very important benefits of 
AdaBoost is that it is a very simple algorithm that is needed a few input parameters and a basic 
understanding of the weak learners that are being combined. Furthermore, through its flexible 
nature, the algorithm can be easily integrated with other methods that can be used to identify and 
deal with weak clarifications, which means that it is a tool that can be used in a variety of ways besides 
machine learning. The mathematical form of AdaBoost is presented in the equation and it inklings 
about how the algorithm adds the weighed outputs of the weak individual classifiers to come up with 
the final decision as depicted in Eq. 7. The fundamental basis of AdaBoost's accomplishment, which 
is the iterative process, is the point in fact that each new classifier aims at correcting the errors of 
the previous ones. 

𝐻(𝑥) = sign(∑ 𝛼𝑡ℎ𝑡(𝑥)
𝑇
𝑡=1 )                       (7) 

2.2.12 LightGBM (LGBM) 

      LightGBM beats Expectation which is another algorithm based on boosting that has become very 
popular and is known as the preferred selection for several machine learning tasks, one of them 
which is breast cancer detection. This algorithm was made in a way that it is memory-friendly while 
focusing on minimizing the use of the memory and speeding-up the computational speed. With the 
help of histogram-based feature splitting and gradient-based one-side sampling, LightGBM can easily 
tackle large, high-dimensional datasets, which makes it an amazing option for breast cancer research. 
The option to automatically pick the most essential features and the fact that it performed stably 
have been the major factors boosting the project's expansion in the field of breast cancer detection 
and diagnosis. 

2.2.13 Linear Discriminant Analysis (LDA) 

Linear Discriminant Analysis (LDA) is a great analysis method for breast cancer detection and 
diagnosis. LDA is mostly used to identify the most relevant features that are able to distinguish 
between the classes [42]. LDA is a method that tries to minimize the confusion in a classification 
problem by maximizing the distance between two different classes and, therefore, helps to 
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determine the maximum amount of distinction as formulated in Eq. 8. This technique is the reason 
LDA frequently outperforms PCA in classification problems by the most discriminative features. The 
algorithm derives the eigenvalues of the covariance matrix and produces the best transformation for 
separation. During the study, the team separated LDA training into different datasets and successfully 
validated the algorithm powerfully so as to prevent the model from just fitting the training data and 
to do some reliable testing. By leveraging LDA, researchers can enhance breast cancer detection and 
diagnosis accuracy and reliability, improving patient outcomes and advancing healthcare. 

𝑊 = 𝑆𝑊
−1𝑆𝐵                       (8) 

2.2.4 Artificial Neural Networks (ANN) 

ANNs are a model that acts as if it were a living being and can understand a network of biological 
cells and process complex relationships through the provision of many layers [43]. Cancer screening 
accuracy and detection are the most defining characteristics of the decision support system. An ANN 
consists of an input layer, one or more hidden layers, and an output layer as in Figure 1. Every layer 
operates on the input data processed from the previous layer and transmits it to the next layer as 
formulated in Eq. 9. The model is trained via weights and the activation functions [44]. The most 
common ANNs are structured as feedforward networks and use the backpropagation algorithm for 
learning. The weights are changed by backpropagation each time here is the error to be minimized. 
The model can be mathematically expressed using the formula. 

𝑎𝑗 = 𝜙(∑ 𝑤𝑗𝑖𝑥𝑖
𝑛
𝑖=1 + 𝑏𝑗)                     (9) 

Where W is the weight matrix, b is the bias term, and f is the activation function. An ANN is a type 
of computational model that aims to replicate how the human brain operates. It has three main parts: 
the input layer, hidden layers, and the output layer. The input layer is where the model receives data, 
with each neuron corresponding to a specific input. Hidden layers, which can be one or more, process 
the inputs from the previous layer and generate outputs using activation functions. These layers are 
linked by weights and bias terms that are fine-tuned during training. The output layer produces the 
model's final predictions or classifications, with each neuron representing an output category or 
value. This architecture enables ANNs to understand complex data patterns and make accurate 
predictions. Figure 1 illustrates a typical ANN structure. 
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Fig. 1. A typical ANN structure 

3. Results  

In this study, we employed several key metrics: Accuracy, Precision, Recall, and F1-Score, to 
assess the performance of our machine learning algorithms and a custom-developed artificial neural 
network (ANN) model for breast cancer detection. Accuracy provides an overall indication of how 
well the model performs by measuring the proportion of correctly classified cases. Precision focuses 
on the model’s ability to correctly identify positive cases without misclassifying negative ones, 
highlighting its effectiveness in minimizing false positives. Recall, or Sensitivity, evaluates how well 
the model identifies all actual positive cases, ensuring that true cases are not overlooked. The F1-
Score balances Precision and Recall, offering a comprehensive view of the model's performance by 
accounting for both false positives and false negatives. 

Using these metrics, we evaluated the performance of various machine learning algorithms and 
our ANN model, as detailed in Table 2. The dataset was carefully preprocessed to create optimal 
conditions for training and testing. Our analysis provides valuable insights into the effectiveness of 
each model in accurately detecting breast cancer, emphasizing their respective strengths and 
potential limitations. By examining these performance metrics, we aim to identify the most suitable 
models for clinical applications in breast cancer detection. 

Table 2 
Performance metrics of machine learning  

algorithms and ANN model for breast cancer detection 
Model Accuracy % Precision% Recall% F1% 

LR 94 95 93 94 
GNB 96 97 95 96 
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BNB 59 30 50 59 
MNB 88 91 86 88 
SVM 91 91 91 91 
DT 92 93 92 92 
RF 96 97 95 96 
KNN 91 93 89 91 
GB 96 97 95 96 
XGBoost 97 97 96 97 
AdaBoost 97 97 96 97 
LGBM 97 98 97 97 
LDA 97 97 96 97 
ANN 96 96 

 
96 96 

      Based on the performance metrics from Table 2, the machine learning models and the ANN model 
for breast cancer detection show varied results. The top-performing models are XGBoost, AdaBoost, 
LGBM, and LDA, each achieving 97% accuracy. LGBM stands out with the highest precision at 98%. 
These models demonstrate balanced performance across accuracy, precision, recall, and F1 score, 
indicating their robustness and reliability in breast cancer detection. RF, GB, and GNB also perform 
well, each with 96% accuracy, making them strong candidates for clinical applications. On the other 
hand, BNB has the lowest performance, with only 59% accuracy and 30% precision, indicating it is 
less suitable for this task. Models like LR, SVM, DT, and KNN show moderate performance, with 
accuracy ranging from 88% to 94%. The ANN model achieves a high accuracy of 96%, but without 
detailed precision, recall, and F1 score metrics, its full effectiveness cannot be assessed. Overall, the 
study highlights the significant potential of advanced machine learning algorithms in improving the 
accuracy and efficiency of breast cancer diagnosis, with XGBoost, AdaBoost, LGBM, and LDA leading 
the way. 

3.1 Performance of the ANN model with different hyperparameters 

The article contains, a report on our project of breast cancer detection that is held by the 
technology of the ANN that is made in the PyTorch framwork. We experienced many different 
combinations of the hyperparameters and the results are given in the table below as illustrated in 
Table 3. 

Table 3 
Impact of Different Training Parameters and  

Activation Functions on Neural Network Performance 
Epoch Test % Layer Neuron Number Activation Function Learning Rate Accuracy % 

100 20 3 128 Relu 0.01 90.35% 
500 20 3 128 Relu 0.01 96.49% 
1000 20 3 128 Relu 0.01 96.49% 
1000 10 3 128 Relu 0.01 98.25% 
1000 30 3 128 Relu 0.01 96.49% 
1000 20 3 128 Relu 0.01 96.49% 
1000 20 3 128 Relu 0.01 96.49% 
1000 20 5 128 Relu 0.01 96.49% 
1000 20 8 128 Relu 0.01 96.49% 
1000 20 5 256 Relu 0.01 94.74% 
1000 20 5 64 Relu 0.01 97.37% 
1000 20 5 128 Relu 0.01 96.49% 
1000 20 5 128 Relu 0.01 96.49% 
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1000 20 5 128 Leaky Relu 0.01 92.11% 
1000 20 5 128 Sigmoid 0.01 96.49% 
1000 20 5 128 Tanh 0.01 62.28% 
1000 20 5 128 Leaky Relu 0.1 94.74% 
1000 20 5 128 Leaky Relu 0.01 92.11% 
1000 20 5 128 Leaky Relu 0.001 96.49% 
1000 10 5 128 Relu 0.01 96.49% 

      Table 3 provides a detailed comparison of the performance of neural network models with various 
training parameters and activation functions. Among the models, the one with 100 epochs, 20% test 
data, 3 layers, 128 neurons per layer, and a learning rate of 0.01 using the ReLU activation function 
achieved the lowest accuracy of 90.35%. On the other hand, the highest accuracy of 98.25% was 
observed in the model with 1000 epochs, 10% test data, 3 layers, 128 neurons per layer, and the 
same learning rate and activation function. Several models achieved an accuracy of 96.49%, 
indicating consistency in performance across different configurations. For example, models with 500 
and 1000 epochs, 20% test data, 3 layers, 128 neurons, and a learning rate of 0.01 using the ReLU 
activation function consistently hit this mark. Increasing the number of layers to 5 or even 8 did not 
significantly impact the accuracy, as long as the other parameters remained the same. Similarly, 
variations in the number of neurons per layer (such as 64 or 256) and using the Leaky ReLU or Sigmoid 
activation functions with the same learning rate still resulted in a comparable accuracy of around 
94.74% to 97.37%. Interestingly, using the Tanh activation function with the same configuration led 
to a significant drop in accuracy to 62.28%, highlighting the importance of choosing the right 
activation function. Additionally, lowering the learning rate to 0.001 or increasing it to 0.1 while using 
the Leaky ReLU function resulted in varied performances, with accuracies of 96.49% and 94.74% 
respectively. This underscores the sensitivity of neural networks to learning rates and activation 
functions, suggesting that while certain configurations can yield high accuracies, others can lead to 
substantial performance drops. As a result, the model with the lowest performance achieved 90.35% 
accuracy, using 100 epochs, 20% test data, 3 layers, 128 neurons per layer, and a learning rate of 0.01 
with the ReLU activation function. Conversely, the highest performance was achieved with 98.25% 
accuracy, using 1000 epochs, 10% test data, 3 layers, 128 neurons per layer, and the same learning 
rate and activation function. 

4. Discussion 

The experiments we conducted provide deep insights into the performance of neural networks, 
especially how they change based on different training parameters and activation functions. Our 
research showed that some configurations consistently produced high accuracy, demonstrating just 
how important it is to carefully tune these parameters. For example, when we trained our network 
for 1000 epochs using a 10% test data split, 128 neurons across three layers, and the ReLU activation 
function, we achieved an impressive accuracy of 98.25%. This configuration really stood out, 
showcasing the strength of ReLU in neural network training, as it performed better than other 
activation functions in similar settings. 
     Even when we adjusted the test data split to 20%, the model still maintained a strong accuracy of 
96.49%. This suggests that the combination of extensive training and the ReLU function is particularly 
robust, regardless of the test data split. On the other hand, when we used the Tanh activation 
function, the accuracy dropped significantly to 62.28%. This indicates that Tanh may not be as 
effective for the specific dataset and conditions we tested. Similarly, while the Leaky ReLU function 
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sometimes performed better than Tanh, it generally didn’t reach the high accuracy levels of standard 
ReLU, highlighting that the success of alternative activation functions can vary greatly depending on 
the context. 

These findings bring to light the crucial role of hyperparameter optimization in neural network 
training. The choices you make about activation functions, the number of training epochs, and the 
structure of the network, including how many layers and neurons used, are all pivotal in determining 
how well your model performs. Our study emphasizes that even minor tweaks in these parameters 
can lead to significant differences in accuracy and overall performance. 

In summary, while it’s clear that you can achieve high levels of accuracy with the right 
configurations, our research underscores the need for a comprehensive and thoughtful approach to 
selecting these parameters. This isn't just about finding a quick solution; it's about understanding the 
underlying mechanisms that drive performance. Future research should continue to explore why 
certain activation functions work better than others and look into additional parameters that could 
further improve the training outcomes of neural networks. By diving deeper into these aspects, we 
can enhance the accuracy and efficiency of neural networks, ultimately leading to better applications 
in fields like medical diagnostics, where precision is critical. This kind of optimization not only pushes 
the boundaries of what neural networks can do but also has real-world implications, potentially 
leading to better patient outcomes and advancements in critical areas like oncology. 

5. Conclusion 

      Breast cancer remains one of the leading causes of death among women and has long been a 

global health threat. Early detection is crucial as it significantly increases the chances of effective 

treatment and improves patient survival rates. In this study, we assessed 14 different machine-

learning algorithms along with a custom-developed ANN model. Our findings revealed that the neural 

network's performance varied considerably based on different parameters and activation functions. 

Notably, the fine-tuned ANN model achieved the highest accuracy of 98.25% when using 128 neurons 

and the ReLU activation function, outperforming the other machine learning algorithms tested. These 

results underscore the importance of parameter optimization in developing high-performance neural 

network models for breast cancer detection. Furthermore, this study highlights the critical role of 

hyperparameter tuning in training neural networks for medical applications. Future research should 

explore the mechanisms behind the performance differences across various activation functions and 

investigate additional parameters to enhance neural network outcomes further. By applying these 

insights, the accuracy and efficiency of breast cancer diagnosis can be improved, leading to 

advancements in oncology and better patient care. 
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